


Process Narrative

• User Prompt -> 

• Combining with Context -> 

• Sending the Request -> 

• LLM Generates the Reply ->

• Reply Sent Back to the Web Server -> 

• Saving the Conversation -> 

• Displaying the Response 
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Model or Interface

• Interface – 

• The view in your web browser that takes your message and shows the 

replies. It doesn’t process or generate the response itself—it just sends 

your message to the model and displays the reply.

• Model – 

• The AI engine that actually generates the response. For NHLBI Chat, we 

use one of the pre-trained commercial “large language models” (llm) at 

Azure OpenAI such as GPT-3 or GPT-4.



Model Details

• Training & cutoff dates – 

• Models used in NHLBI Chat are commercial models, trained by OpenAI on general 

internet data (websites, forums, Wikipedia, etc.). Models are trained, tested and fine 

tuned for months or years. Once training is done, the model is frozen. They’re not 

updated or retrained with new information. The “cutoff date” is the last date the 

training data was collected before training.

• The model is not connected to the internet in real time. It can’t perform searches or 

look up anything online.  It relies entirely on what it already learned during its training 

period. Your interactions with NHLBI Chat are specific to you and not shared with 

other users. The model is never trained or fine tuned on your chats. 



Random Nature of Responses

• Like Autocomplete – 

• These are probability models that predict the next, most reasonable word for the context.

• Because it’s predicting based on probabilities, there’s usually some variation in the responses. 

• You probably won’t get the exact same reply every time, even if you enter the same prompt.

• Hallucinations –

• The data stored in an LLM is not fixed like in a database

• These models may confidently and assertively generate accurate information.

• It’s always important to review the outputs carefully.



Prompting and Chat History

• What is Context – 

• The model knows nothing since the training cutoff date, so it’s orientated to you via the prompt. 
You submit a message prompt, and the model replies – this is an exchange. To improve the 
model’s understanding and context in the chat, when we send your prompt, we include some 
of your previous exchanges. The context we add is only from the exchanges of the current chat.

• What is Context LENGTH – 

• There is a context length limit, so working from the most recent exchange back, we only add 
exchanges up to that limit. That means the model can essentially “forget” what was discussed.

• In NHLBI Chat, the current context lengths for the GPT-3.5 model is about 8,000 words. 
For the GPT-4o model the context length is approximately 24,000 words. 























































Thank you

• Robyn Wyrick – 

• AI Integration Specialist, (Contractor)

• National Heart, Lung, and Blood Institute (NHLBI)

• National Institutes of Health (NIH)

• Mobil: 202-374-4747

• E-mail: robyn.wyrick@nih.gov
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